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Abstract

This supplementary material contains the proof of Theorem 7.1 in the main paper.

The following lemma is useful.

Lemma 0.1. For a general loss function Ln, suppose it is twice differentiable in a neighbor-

hood of β0. Assume

max
l /∈S

∣∣∣∣∂Ln(β0)

∂βl

∣∣∣∣ = op(P
′
n(0+)), (0.1)

and there is a neighborhood U ⊂ Rs of β0S such that

sup
βS∈U

max
l /∈S,j∈S

∣∣∣∣∂2Ln(βS, 0)

∂βl∂βj

∣∣∣∣ = op

(
P ′n(0+)√
skn

)
. (0.2)

where we denote P ′n(0+) = lim inft→0+ P
′
n(t) and kn = an+

√
sP ′n(dn) as given in Theorem B.1

of the main paper. In addition, assume
√
skn = o(P ′n(0+)). Then Condition A in Theorem

B.2 of the main paper is satisfied.

Proof. If Ln is continuously differentiable in a neighborhood of β0, by the mean value theo-

rem, there exists λ ∈ (0, 1) such that for h = λβ + (1− λ)Tβ,

Qn(Tβ)−Qn(β) =
∑
l /∈S

∂Ln(h)

∂βl
(−βl)−

∑
l /∈S

P ′n(|hl|)|βl|

≤
∑
l /∈S

(∣∣∣∣∂Ln(h)

∂βl

∣∣∣∣− P ′n(|hl|)
)
|βl|, (0.3)

where we used the fact that sgn(hl) = sgn(βl) for l /∈ S. Suppose we have (which we will

prove later)

max
l /∈S

∣∣∣∣∣∂Ln(β̂)

∂βl

∣∣∣∣∣ = op(P
′
n(0+)), (0.4)
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the following event then holds with probability approaching one:

An =

{
max
l /∈S

∣∣∣∣∣∂Ln(β̂)

∂βl

∣∣∣∣∣ < P ′n(0+)/2

}
.

Conditioning on the event An, by the continuity, there is a neighborhood H of β̂ such that

for any β ∈ H, maxl /∈S |∂Ln(β)/∂βl| < P ′n(0+)/2. Also by the continuity of P ′n(·) in a right-

neighborhood of 0, we can make H sufficiently small so that there is a δ > 0 sufficiently

small, maxβ∈H,l /∈S |βl| < δ and

max
l /∈S

max
β∈H
|∂Ln(β)/∂βl| < P ′n(δ)/2.

In addition, since T(β̂) = β̂ and ‖β− β̂‖2 = ‖Tβ−β‖2 + ‖Tβ− β̂‖2 ≥ ‖Tβ− β̂‖2, we have

β ∈ H implies that both Tβ and h = (βTS , λβ
T
N)T are also inside H, where h and λ ∈ (0, 1)

are defined as before. This then implies that maxl /∈S |∂Ln(h)/∂βl| < P ′n(δ)/2 uniformly over

β ∈ H, and maxβ∈H,l /∈S |βl| < δ. Hence, the non-increasingness of P ′n(·) implies

max
l /∈S

∣∣∣∣∂Ln(h)

∂βl

∣∣∣∣− P ′n(|hl|) = max
l /∈S

∣∣∣∣∂Ln(h)

∂βl

∣∣∣∣− P ′n(λ|βl|)

≤ max
l /∈S

∣∣∣∣∂Ln(h)

∂βl

∣∣∣∣− P ′n(δ) < 0.

This with (0.3) implies the inequality (B.6) of the main paper. Because P (An)→ 1, we have

our conclusion.

It then remains to prove (0.4). By the triangular inequality,

max
l /∈S

∣∣∣∣∣∂Ln(β̂)

∂βl

∣∣∣∣∣ ≤ max
l /∈S

∣∣∣∣∣∂Ln(β̂)

∂βl
− ∂Ln(β0)

∂βl

∣∣∣∣∣+ max
l /∈S

∣∣∣∣∂Ln(β0)

∂βl

∣∣∣∣ .
By assumption, maxl /∈S |∂Ln(β0)/∂βl| = op(P

′
n(0+)). For the first term on the right hand

side, apply the mean value theorem (note that β̂ and β0 only differ in the coordinates in S),

max
l /∈S

∣∣∣∣∣∂Ln(β̂)

∂βl
− ∂Ln(β0)

∂βl

∣∣∣∣∣ ≤ max
l /∈S

∣∣∣∣∣∑
j∈S

∂2Ln(β̃)

∂βl∂βj
(β̂j − β0j)

∣∣∣∣∣
≤ max

l /∈S,j∈S

∣∣∣∣∣∂2Ln(β̃)

∂βl∂βj

∣∣∣∣∣√s‖β̂S − β0S‖ ≡ ξ. (0.5)

where β̃ = (β̃
T

S , 0)T lies on the line segment joining β̂ and β0, and we used the Cauchy-
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Schwarz inequality that ‖β̂S − β0S‖1 ≤
√
s‖β̂S − β0S‖. From the assumption, there is a

fixed neighborhood β0S ∈ U ⊂ B where the radius of U does not shrink as n increases, such

that

ζ ≡ sup
βS∈U

max
l /∈S,j∈S

∣∣∣∣∂2Ln(βS, 0)

∂βl∂βj

∣∣∣∣ = op

(
P ′n(0+)√
skn

)
. (0.6)

Hence for any ε > 0,

P

(
max
l /∈S,j∈S

∣∣∣∣∣∂2Ln(β̃)

∂βl∂βj

∣∣∣∣∣ > εP ′n(0+)√
skn

)
≤ P (ζ >

εP ′n(0+)√
skn

) + P (β̂S /∈ U) = o(1).

This implies that maxl /∈S,j∈S |∂2Ln(β̃)/∂βl∂βj| = op(P
′
n(0+)/(

√
skn)), which yields that for

ξ defined in (0.5), ξ = op(
√
sknP

′
n(0+)/(kn

√
s)) = op(P

′
n(0+)). This proves (0.4).

Verifying conditions in Theorems B.1 and B.2 for the smoothed FGMM

For simplicity, we focus on the linear model where g(Y,XTβ) = Y −XTβ. Generalization

to a more general nonlinear model is straightforward.

Proof. First of all, we restrict on the oracle space. For any β = (βS, 0), LK(βS, 0) is given

by

l(βS) =
∑
j∈S

K

(
β2
j

hn

) 1

v̂ar(Vj)

(
1

n

n∑
i=1

(Yi −XT
SiβS)Fij

)2

+
1

v̂ar(Ṽj)

(
1

n

n∑
i=1

(Yi −XT
SiβS)Zij

)2


We have ∇Sl(β0S) = ∂1 + ∂2, where

∂1 = − 1

n

n∑
i=1

XiSVT
iSJS

1

n

n∑
i=1

εiFSi −
1

n

n∑
i=1

XiSZT
iSJ̃S

1

n

n∑
i=1

εiZSi,

with JS = diag{v̂ar(FS,1)
−1K(β2

0S,1/hn), · · · , v̂ar(FS,s)
−1K(β2

0S,s/hn)}, and

J̃S = diag{v̂ar(ZS,1)
−1K(β2

0S,1/hn), · · · , v̂ar(ZS,s)
−1K(β2

0S,s/hn)}. By assumption,

‖EXSFT
S‖2 + ‖EXSZT

S‖2 = O(1) and E(ε|W) = 0. Therefore, ∂1 = Op(
√
s log p/n).

∂2 = (K ′(β2
0S,1/hn)2β0S,1r1/hn, · · · , K ′(β2

0S,s/hn)2β0S,srs/hn)T ,

where rj = ( 1
n

∑n
i=1 εiFSj,i)

2/v̂ar(FSj) + ( 1
n

∑n
i=1 εiZSj,i)

2/v̂ar(ZSj). We have maxj≤p |rj| =

Op(s log p/n). Also, for each j ∈ S, and tj = β2
0j/hn,∣∣∣∣K ′(β2

0S,j

hn

)
β0S,j
hn

∣∣∣∣ ≤ |K ′(tj)tj|
mink∈S |β0k|

≤ Op(
e−tj tj

mink∈S |β0k|
) = Op(

e−tj/2

mink∈S |β0k|
)
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For any small γ > 0, if h1−γn = o(mink∈S |β0k|2), then
maxj∈S e

−tj/2

mink∈S |β0k|
= O(exp(− 1

4hrn
)) = o(1).

This implies ∂2 = Op(
√
s log p/n).

For the Hessian matrix, ∇2l(β0S) = Σ + G1 + G2 + G3 + G4. We look at these terms

one after another. G1 = (K ′(β2
0S,1/hn)2β0S,1α1/hn, · · · , K ′(β2

0S,s/hn)2β0S,sαs/hn), where

αj = − 1

v̂ar(FS,j)
(
2

n

n∑
i=1

εiFSj,i)(
1

n

n∑
i=1

FSj,iXSi)−
1

v̂ar(ZS,j)
(
2

n

n∑
i=1

εiZSj,i)(
1

n

n∑
i=1

ZSj,iXSi).

We have maxj≤S ‖αj‖ = Op(
√
s log p/n). Thus for tj = β2

0j/hn, because s
√

log p/n = O(1),

‖G1‖F = Op(s

√
log p

n
) max
j∈S

|K ′(tj)tj|
mink∈S |β0k|

= Op(s

√
log p

n
exp(− 1

4hrn
)) = o(1).

We also have G2 = diag{K ′′(β2
0S,1/hn)4β2

0S,1r1/h
2
n, · · · , K ′′(β2

0S,s/hn)4β2
0S,srs/h

2
n}. As before,

maxj≤s |rj| = Op(s log p/n). Thus

‖G2‖2 = Op(
maxj∈SK

′′(tj)t
2
j

mink∈S |β0k|2
s log p

n
) = Op(

s log p

n

e−tj

mink∈S |β0k|2
) = o(1),

the last equality follows since we have shown e−tj/2

mink∈S |β0k|
= o(1). Moreover,

G3 = diag

{
K ′
(
β2
0S,1

hn

)
2r1
hn

, · · · , K ′
(
β2
0S,s

hn

)
2rs
hn

}

We have, ‖G3‖2 = Op(
maxj∈S e

−tj/2

mink∈S |β0k|
s log p

nmink∈S |β0k|
) = op(1) since s log p/n = o(mink∈s |β0k|).

G4 =
2

n

n∑
i=1

XSiF
T
Si∆1

1

n

n∑
i=1

FSiX
T
Si +

2

n

n∑
i=1

XSiZ
T
Si∆2

1

n

n∑
i=1

ZSiX
T
Si

where

∆1 = diag

{
K(β2

0S,j/hn)− 1

v̂ar(FS,j)

}
j≤s

, ∆2 = diag

{
K(β2

0S,j/hn)− 1

v̂ar(ZS,j)

}
j≤s

.

Note that maxj≤s |K(β2
0S,j/hn)− 1| = o(1), which gives ‖G4‖2 = op(1). Finally,

Σ =
2

n

n∑
i=1

XSiF
T
SiΩS

1

n

n∑
i=1

FSiX
T
Si +

2

n

n∑
i=1

XSiZ
T
SiΩ̃

1

n

n∑
i=1

ZSiX
T
Si,

where Ω = diag{v̂ar(FS,j)
−1}j≤s and Ω̃ = diag{v̂ar(ZS,j)

−1}j≤s. Therefore all the eigenvalues
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of Σ are bounded way from zero. This implies λmin(∇2l(β0S)) is bounded away from zero.

Thus we have verified all the conditions in Theorem B.1 of the main paper.

To verify the conditions of Theorem B.2, it suffices to verify those in Lemma 0.1 above.

More concretely, we verify

max
l /∈S

∣∣∣∣∂LK(β0)

∂βl

∣∣∣∣ = op(Pn(0+)), (0.7)

and there is a neighborhood U of β0S, such that

sup
βS∈U

max
l /∈S,k∈S

∣∣∣∣∂2LK(βS, 0)

∂βl∂βk

∣∣∣∣ = op

(
P ′n(0+)

(
n

s2 log s

)1/2
)
. (0.8)

For (0.7), note that β0l = 0 when l /∈ S. Thus we have

∂LK(β0)

∂βl
= −

∑
j∈S

K

(
β2
0j

hn

)[
2

var(Vj)

(
1

n

n∑
i=1

εiFij

)(
1

n

n∑
i=1

XilFij

)

+
2

var(Ṽj)

(
1

n

n∑
i=1

εiZij

)(
1

n

n∑
i=1

XilZij

)]
Because s

√
log p/nmaxl /∈S,j∈S |EXlVj| = o(P ′n(0+)),

max
l /∈S

∣∣∣∣∂LK(β0)

∂βl

∣∣∣∣ ≤∑
j∈S

√
log s

n
Op(|EXlVj|+ |EXlṼj|) +

s(log p)2

n
= op(P

′
n(0+)).

As for (0.8), we know that for k /∈ S, ∂2LK(βS, 0)/∂βl∂βk = a1,lk + a2,lk + a3,lk where

a1,lk = −K ′
(
β2
Sk

hn

)
2βSk
hn

[
2

v̂ar(Fl)

(
1

n

n∑
i=1

(Yi −XT
SiβS)Fil

)(
1

n

n∑
i=1

XikFil

)

+
2

v̂ar(Zl)

(
1

n

n∑
i=1

(Yi −XT
SiβSZil

)(
1

n

n∑
i=1

XikZil

)]
There is a neighborhood U of β0S that doest not shrink with n, such that uniformly in

l, k ≤ p, supβS∈U |a1,lk| is Op(1). In addition, a3,lk = a1,kl. Finally,

a2,lk =
2

n

n∑
i=1

XikF
T
SiJ1(βS)

1

n

n∑
i=1

XilFSi +
2

n

n∑
i=1

XikZ
T
SiJ2(βS)

1

n

n∑
i=1

XilZSi

where J1(βS) = diag{K(β2
S,j/hn)/v̂ar(FS,j)}j≤s,
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and J2(βS) = diag{K(β2
S,j/hn)/v̂ar(ZS,j)}j≤s. Therefore,

sup
βS∈U

max
l,k
|a2,lk| ≤ Op(1) max

k≤p
‖ 1

n

n∑
i=1

XikFSi‖2 = op(1) +Op(1) max
k≤p
‖EXkFS‖2

= op(1) +Op(1) max
k≤p

λmax[E(XkFS)E(XkF
T
S )] ≤ op(1) +Op(1) max

k≤p
λmax[E(X2

kFSFT
S )],

where we used the fact that λmax(EAEAT ) ≤ λmax(EAAT ) for any random vector A that

has finite expectation. This implies (0.8).

Proof of Theorem 7.1

We now can apply Theorem B.2 to conclude that there is a local minimizer β̂
′
= (β̂

′
S, β̂

′
N)

of QK(·) such that P (β̂
′
N = 0) → 1. In addition, for an arbitrarily small ε > 0, the local

minimizer β̂
′

is strict with probability at least 1 − ε for all large n. The remainder of the

proof is the same as that of Theorem 4.1 (iii).
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