
Professor Norman Swanson

Solution to Final Exam Practice Problems

1.
(

yt

xt

∣∣∣∣ ft−1

)
∼ N

(
βγyt−1 + βγxt−1 + δyt−1

γyt−1
, Ω

)

(a) and D(xt | xt−1) 6= D(xt | xt−1, yt−1)

=⇒ yt G.C. xt w.r.t. xt−1, yt−1

1. b. The same holds the opposite way

=⇒ xt G.C. yt w.r.t. xt−1, yt−1

(i.e., yt | xt−1, yt−1 ∼ IN((βγ + δ)yt−1 + βγxt−1, w) for some w and this is
not the same conditional distribution as that of yt | yt−1).

1. c. Notice using the formula from class that

y
t
| xt ∼ IN

(
(βγ + δ)yt−1 + βγxt−1 + βσ22+σ12

σ22
(xt − γyt−1), w

)

w = σ11 − σ2
12

σ22
So β cannot unambiguously be obtained from the conditional distribution,

unless σ12 = 0. If σ12 = 0, then we can estimate the conditional model (given
above), i.e., regress yt on xt, xt−1 and yt−1 given the original equation

yt = βxt + βγxt−1 + δyt−1 + εyt.

2. (a) ∆yt = ε2t =⇒ yt is I(1)

=⇒ xt is I(1).

1. b. xt − αyt = ε1t =⇒ they are cointegrated with cointegrating vector
(1, -α).

c. xt = α(yt−1 + ε2t) + ε1t

= (xt−1 − ε1t−1) + αε2t + ε1t

VAR
{

xt = xt−1 + αε2t + ε1t − (xt−1 − αyt−1)
yt = yt−1 + ε2t

=⇒VEC





∆xt = −zt−1 + (αε2t + ε1t)
∆yt = ε2t zt−1 =

(xt−1 − αyt−1)

A more useful solution strategy is
In general, say have an equation with contemporaneous variables in it. Say,

for example, that xt = αxt−1+βyt+γyt−1+εxt then (1-αB)xt = (β+γB)yt+εxt

=⇒ xt − (β+γB)
(1−αβ) yt = εxt

(1−αB)

and assuming | α |< 1 =⇒ εxt

(1−αB) has finite variance =⇒ xt − (β+γB)
(1−αB) yt is

stationary and at B = 1 we get the CI vector
=⇒ CI vector is

(
1,− (β+γ)

(1−α)

)
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3. yt | Xt, ft−1 ∼ N(Xtβ + ρ1ut−1 + ρ2ut−2, σ
2
ε )

ut−1 = yt−1 −Xt−1β
ut−2 = yt−2 −Xt−2β
=⇒ yt | Xt, ft−1 ∼ N((Xt − ρ1Xt−1 − ρ2Xt−2)β + ρ1yt−2 + ρ2yt−2, σ

2
ε )

H0 : ρ1 = ρ2 = 0
Under H0, yt | Xt, ft−1 ∼ N(Xtβ, σ2

ε ) so Step 1 is: Regress yt on Xt,
construct ut.

Now g(·) = (Xt − ρ1Xt−1 − ρ2Xt−2)β + ρ1yt−1 + ρ2yt−2

gβ |ρ1=ρ2=0= Xt

gρ1 |ρ1=ρ2=0= (Xt−1β − Yt−1) = ut−1

gρ2 |ρ1=ρ2=0= (Xt−2β − Yt−2) = ut−2

So Step 2. Regress ût on Xt, ût−1, ût−2 and TR2 ∼ χ2
2 from this regression,

where T = the number of observations used.
Also, as in class, note that

ξLM = S(y; θ̃) I−1( θ̃) S(y; θ̃) and you should try to derive these scores
and informations of the test statistic directly in addition to the work above.
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